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Abstract

Motivated by the importance of accurate identification for a range of applications, this paper compares and contrasts the effective and efficient classification of network-based applications using behavioral observations of network-traffic and those using deep-packet inspection.

Importantly, throughout our work we are able to make comparison with data possessing an accurate, independently determined ground-truth that describes the actual applications causing the network-traffic observed.

In a unique study in both the spatial-domain: comparing across different network-locations and in the temporal-domain: comparing across a number of years of data, we illustrate the decay in classification accuracy across a range of application-classification mechanisms. Further, we document the accuracy of spatial classification without training data possessing spatial diversity.

Finally, we illustrate the classification of UDP traffic. We use the same classification approach for both stateful flows (TCP) and stateless flows based upon UDP. Importantly, we demonstrate high levels of accuracy: greater than 92% for the worst circumstance regardless of the application.

1. Introduction

Network-security, accounting, traffic engineering, and new class-of-service offerings – each is an example of a network-service facility that is made possible by the accurate identification of network-based traffic. Another example of the need for accurate identification would be the desire of some Internet Service Providers to cope with the continual rise of peer-to-peer (P2P) usage by throttling network-traffic identified as P2P file-downloading. The challenges posed for organizations faced with the development of new types of network usage focuses attention on the use of application-identification and the need to do so accurately.

In this paper, we explore the effective and efficient classification of network-based applications using only the observed network-traffic. We conduct a four-way comparison of application-identification methods: contrasting common industry-standard methods such as known port numbers and deep-packet inspection with Naïve Bayes and the C4.5 decision tree method.

We conduct an assessment of our method using real traffic collected over a number of years on two different sites. This enables both assessment of the individual accuracy and, more usefully, the temporal and spatial stability of our models. The temporal stability measures how accurately traffic is being identified for each period, thereby revealing how accurate a method will remain over time.
The spatial stability describes how models will perform across different sites. Both assessments serve to provide insight into what is required to build models that will remain accurate regardless of such time and location heterogeneity.

1.1. Motivation

Traffic classification remains a fundamental problem in the network community. As noted above, this supports numerous network activities from network management, monitoring and Quality-of-Service, to providing traffic models and data for simulation, forecast and application-specific investigations.

However, the continual growth in the diversity of applications, number of hosts and traffic volume on the Internet has been a challenge for methods to classify network-traffic according to the applications. The level of continuous development is only predicted to continue to grow.

Despite a number of approaches on traffic classification in the past, for example [1–6], the problem continues to be a significant challenge. In large part this is because:

(1) Internet traffic is not easily classified using the standard International Assigned Number Authority (IANA) port number list [7]. Emerging applications and proxies often avoid the use of standard port numbers.

(2) Further, port numbers and protocol signatures may be insufficient to determine the actual application. There is, in principle, no rigid bound between applications and the underlying protocols. For example, applications such as MSN Messenger, BitTorrent and Gnutella may explicitly use the HTTP protocol and port 80; while Skype clients may operate servers on ports 80 and 443.

(3) There is a growing proportion of encrypted or encapsulated traffic. Examples include SOCKS proxies, VPN and VPN-like solutions, tunneling and applications that encapsulate data using a different protocol (e.g., GetByMail [8]). Encapsulation will change the patterns in the original protocol, while packet encryption renders the payload-inspection mechanisms unusable.

1.2. Classification of network-based applications

While relevant to all classification work, a discussion of the precise nature of classification and the many applications of classification is beyond the scope of this paper. However, we feel it appropriate to mention that the classification may take a variety of forms – often related to how the class information is being used.

The uses of classification systems may also have different requirements dependent upon different fidelity of recall (different numbers of classes) and different levels of precision. An operation-console system may be tolerant of a 10% error rate but a scheme for application-differential billing may need a large number of classes and a high precision.

A motivation of this work is the classification of network application traffic into discrete application categories in a real-time environment. Our specific underlying motivations for such classification is to (a) monitor the application-mix in the traffic using a low-overhead (payload-less) mechanism, (b) enable application-specific handling of traffic, and to (c) derive application-specific traffic models and study the impact of each type of application on the network.

Further, we focus on application categories instead of a particular protocol or application. This is because: (a) a protocol only implements the design of an application but is not bounded by it. One can design a range of network protocols that implement the same functionality. HTTP protocol is an example of this where people use HTTP as a transport service for many different purposes; and (b) there is ample opportunity for change and adaptation in the specific details of an application over time. There exists considerable variety among both the different implementations of an application and variety across the different protocol behaviors that may be used within an application. However, it is our assertion that an application exhibits a behavior or family of behaviors that are specific, and recognizable, irrespective of the implementation specifics. It is not desirable to be specific about each protocol or each application since they may change in popularity, design or simply disappear from use. Instead, we categorize each application into a modest number of related classes, which can cover all the Internet traffic according to the application’s purpose (e.g., classify to CHAT rather than to “GoogleTalk”). We hope the classifiers and the models thus abstracted from the traffic will capture the inherent nature of the types of applications, and exhibit both a high level of accuracy and a predictable level of stability over time.

In our classification scheme, the basic object is a flow defined as a bi-directional session between two hosts uniquely identified by the IP five-tuple (protocol (UDP or TCP), client-IP, server-IP, client-Port and server-Port). TCP, being connection-oriented, cleanly defines the beginning and end of flow. A flow may be further delineated based upon which end is server or client: observation of the SYN packet is sufficient to determine this. For UDP there is no specific demarcation for the start and end of a flow. A timeout mechanism, like that of Cisco NetFlow, is used to provide boundaries for flows based on the stateless UDP protocol or for flows of TCP where explicit flow-start or termination is not observed.

We define a number of mutual-exclusive application categories, such as WEB-browsing, BULK transfer, MAIL activities, etc. The first column of Table 4 reports the full list of categories. This kind of taxonomy has been previously used in [7,9]. It has been updated following the rise in popularity or emergence of new application types such as Voice-over-IP (VoIP) and instant messaging. It is intended that every network application would fall into one of the categories. Our goal is to be able to label each flow with the category of the application to which it belongs. The label will depend only upon the actual application that generates the traffic: for example, a flow carrying an advertisement used by Napster would be labeled as P2P, even though it may use the HTTP protocol.
1.3. Contributions

This paper provides a number of unique contributions:

- We conduct a comparison among a number of classification schemes. Significantly, we only use data where we have already established the ground-truth: the actual applications causing the network-traffic observed.
- We train accurate models from data with a high-confidence ground-truth and an efficient, small, feature set derived from the reduction of a large flow feature list using a sophisticated feature selection mechanism.
- We demonstrate the use of sub-sampling using start-of-flow to enable online classification; further, we demonstrate that the resultant online classification method has high accuracy.
- We carry out a unique temporal and spatial stability study on the four classification methods using data collected over a 4-year period and from two different sites.
- In contrast with much of the past work we examine the use of multiple-application classifiers for both stateful flows (TCP) and stateless flows based upon UDP.
- We document the computational complexity and measure the costs within the classification pipeline.

2. Network-traffic data

We examine network-data from two different sites. These two sites are both research-centric but conduct research in very different disciplines and are located in two different countries. We refer to these two different sites as Site A and Site B. Each of Site A and Site B have over a thousand local users from a population of researchers, administrators and technical support staff. From Site A, we use 3-day-long data-sets taken on 3 weekdays in 2003, 2004, and 2006 (denoted as Day1, Day2, and Day3, respectively). From Site B, we use one data-set recorded on a weekday in late 2007 (denoted as SiteB). In both cases the sites are connected to the Internet via a Gigabit Ethernet link. Each data-set captures full-duplex traffic at the site border to the Internet.

For this paper, we selected 10 non-overlapping, randomly distributed periods, each approximately 30 min long, from each of Day1 and Day2. We also randomly selected two 30 min periods from Day3, and a 30 min period from SiteB. Table 1 summarizes the data-sets volume breakdown by IP protocol type.

Further, as the TCP protocol semantic allows for a precise definition of start and end of a flow, we concentrate upon complete TCP flows: those for which both the SYN handshake and FIN handshake packets are observed – thus we avoid the bias from flows which have started before the selected period. We recognize the incomplete flows have included a number of long flows (e.g., FTP downloads) however, we are confident the use of such censored data has not overly impacted our comparisons due to the small amount of total data by packet or byte that it represents. We also observe that incomplete TCP flows are often composed of various kinds of scans and unsuccessful connection attempts resulting in single SYN packets and no payload data. This is a common phenomena in the Internet, part of what may be referred to as the Internet Background Radiation and is well described in [10].

Table 2 lists the durations and workload dimensions of our data-sets for complete TCP traffic and UDP traffic. TCP traffic constitutes the great majority of the traffic in our data-sets, thus in the following we focus upon TCP traffic to investigate the classification schemes. We show in Section 4.6 the classification of UDP traffic using similar techniques as those introduced for TCP.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Data-set volume breakdown by IP protocol type.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data-set</td>
<td>Packets (%)</td>
</tr>
<tr>
<td>TCP</td>
<td>UDP</td>
</tr>
<tr>
<td>Day1</td>
<td>93.49</td>
</tr>
<tr>
<td>Day2</td>
<td>97.87</td>
</tr>
<tr>
<td>Day3</td>
<td>96.91</td>
</tr>
<tr>
<td>SiteB</td>
<td>91.22</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>General workload dimensions of our data-sets.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data-set</td>
<td>Duration</td>
</tr>
<tr>
<td>TCP</td>
<td>Day1</td>
</tr>
<tr>
<td>Day2</td>
<td>10 × 30 min</td>
</tr>
<tr>
<td>Day3</td>
<td>2 × 30 min</td>
</tr>
<tr>
<td>SiteB</td>
<td>1 × 30 min</td>
</tr>
<tr>
<td>UDP</td>
<td>Day1</td>
</tr>
<tr>
<td>Day3</td>
<td>1 × 30 min</td>
</tr>
<tr>
<td>SiteB</td>
<td>1 × 30 min</td>
</tr>
</tbody>
</table>
Table 3

Properties of the subset of TCP features selected using a five-packet observation window. SU is the symmetrical uncertainty measurement, as fully described in Section 3.5.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
<th>SU</th>
<th>Memory overhead</th>
<th>Computational complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>push_pkts_serv</td>
<td>Count of all packets with push bit set in TCP header (server to client)</td>
<td>0.3165</td>
<td>O(1)</td>
<td>O(n)</td>
</tr>
<tr>
<td>init_win_bytes_clnt</td>
<td>The total number of bytes sent in initial window (client to server &amp; server to client)</td>
<td>0.2070</td>
<td>O(1)</td>
<td>O(1)</td>
</tr>
<tr>
<td>init_win_bytes_serv</td>
<td></td>
<td>0.3422</td>
<td>O(1)</td>
<td>O(1)</td>
</tr>
<tr>
<td>avg_seg_size_serv</td>
<td>Average segment size: data bytes divided by # packets (server to client)</td>
<td>0.3390</td>
<td>O(1)</td>
<td>O(n)</td>
</tr>
<tr>
<td>IP_bytes_med_clnt</td>
<td>Median of total bytes in IP packet (client to server)</td>
<td>0.2011</td>
<td>O(n)</td>
<td>O(n + log₂n)</td>
</tr>
<tr>
<td>act_data_pkt_clnt</td>
<td>Count of packets with at least 1 byte of TCP data payload (client to server)</td>
<td>0.1722</td>
<td>O(1)</td>
<td>O(n)</td>
</tr>
<tr>
<td>data_bytes_var_serv</td>
<td>Variance of total bytes in packets (server to client)</td>
<td>0.2605</td>
<td>O(n)</td>
<td>O(n)</td>
</tr>
<tr>
<td>min_seg_size_clnt</td>
<td>Minimum segment size observed. (client to server)</td>
<td>0.2131</td>
<td>O(1)</td>
<td>O(n)</td>
</tr>
<tr>
<td>RTT_samples_clnt</td>
<td>Total numbers of RTT samples found (client to server), see also [11]</td>
<td>0.2434</td>
<td>O(1)</td>
<td>O(n)</td>
</tr>
<tr>
<td>push_pkts_clnt</td>
<td>Count of all packets with push bit set in TCP header (client to server)</td>
<td>0.2138</td>
<td>O(1)</td>
<td>O(n)</td>
</tr>
<tr>
<td>serv_port</td>
<td>Server port</td>
<td>0.8378</td>
<td>O(1)</td>
<td>O(1)</td>
</tr>
<tr>
<td>clnt_port</td>
<td>Client port</td>
<td>0.0760</td>
<td>O(1)</td>
<td>O(1)</td>
</tr>
</tbody>
</table>

Flow-idle, keep-alive, interactive, or transferring data from one end to the other. The complete feature set is fully described in [11], and a sample of features is listed in Table 3.

Fig. 1 shows how different types of service exhibit different behavior in two groups each of two features: (1) variance of total bytes in packets (client to server) by the total number of bytes sent in the initial window (client to server), and (2) count of packets with PUSH flag set in the TCP header (server to client) by minimum segment size (client to server). There is a clear opportunity to discriminate between the flows of each application class using a combination of these features.

Collecting each feature from live traffic is associated with a computational cost equal or less than $O(n \times \log_2 n)$, and a memory footprint equal or less than $O(n)$, where $n$ is the number of packets in a flow used for extracting the feature. The total cost of collecting $K$ features is bounded by $O(K \times n \times \log_2 n)$.

In order to improve the classifier performance and to reduce the computational cost of the classification workflow, we select a feature subset. The selection criterion chooses features that are most relevant for the discrimination of application classes while having the minimum redundancy with respect to each other. This feature-reduction process is fully described in the Section 3.5.

We apply a correlation-based filtering mechanism to each of the 10 Day1 periods. We observe that the feature subsets selected by the algorithm possess moderately good stability, and we manually pick 12 features which appear in at least one third of the feature subset. Table 3 gives a list of the feature subset. The selection-criteria here is to identify the best-possible feature set which is both stable over time and independent of the location in the network. The feature subset are almost entirely dependent upon the actual applications on the end-hosts. Thus any classification model is able to maintain its accuracy over time and be applied in different network-locations.

Without using the IANA port list or any prior knowledge of port-application mapping, we still use port numbers as two of the features in the feature subset. As our classifiers are built upon pre-classified data – for which we know the ground-truth – the port number features used in the final classifier will maintain the association (as actually observed) between pre-classified application classes and port numbers.

2.2. Ground-truth

Ground-truth information is fundamental when assessing traffic classification mechanisms and to provide trustworthy results. Therefore, we have given significant attention to obtaining accurate ground-truth for our comparison data-sets. Every flow in each data-set has been labeled with a corresponding application category. This is done using a (human) supervised semi-automated, heuristic-based, data verification process. The process is detailed in [12] however, we provide an overview of the process in this section. The use of a supervised, semi-automated, procedure does not replace the manual verification process but supplements it – allowing identification of the ground-truth without sacrificing confidence.

The procedures for the computation of ground-truth are based upon a variety of sources of the information about each flow. However, as detailed below, none of these pieces of information are used in isolation – cross-validation forms a critical part in the establishment of ground-truth. Without enumerating the derivative information: multiple-flow behavior or host-roles, base sources of data include (in no particular order):

- packet payload contents,
- well-known port numbers,
- well-known host names and addresses (e.g., ftp.ker
- background information about particular users, hosts, and specific application behavior, e.g., P2P-networks.

We observed that flows belonging to the same service or application often share a subset of the IP five-tuple, notably, the (DstIp,DstPort), (Srclp,DstIp), and (Srclp,SrcPort) sub-tuples. Such an observation allows us to consider flows bearing the same sub-tuples may belong

---

2 We re-iterate that this process relies on heavy human-supervision. For example, human-supervision takes the form of verification/confirmation of a sample of flows that such inferences are true and valid.
to the same service or application. With this, the traffic can be classified at a high level of aggregation, which may significantly accelerate the process. The consistency between the application label and the sub-tuples was validated using two day-long traces which have been previously classified with the methodology described in [7], and using several segments of new hand-classified data. The assumption holds for most cases with the exception of (1) tunneled traffic (e.g., VPN or SOCKS proxies), (2) multiple applications between a server and a client (e.g., a server operating both mail and web services), and (3) HTTP traffic where the HTTP protocol is used to relay non-web traffic (e.g., BitTorrent signaling traffic). Aside from a VPN subsystem where the application was independently established, we did not observe other tunneled traffic in our data. However, in the future such traffic that could be grouped into its own category. For (2), we observe that the (SrcIp,DstIp) sub-tuple can complement the (DstIp,DstPort) sub-tuple after the latter has been used to identify standard services. We addressed (3) by verifying (through manually derived signatures) all HTTP requests and responses to find out what type of content they carry and what kind of applications have been causing them. This process was documented in [13].

A set of payload signatures (derived from l7-filter [14]) was used to provide an initial indication of an application based upon its packet content. Extensive tests were carried out to evaluate the signatures based on previously hand-classified data against several segments of new data. These results allowed us to tune the signature set making it capable of identifying 35 of the most popular protocols. Of course, the signatures only provide one piece of evidence that needs to be cross-validated within the process that determines the ground-truth.

The verification process is accelerated by exploiting a number of heuristic rules (e.g., tuple-based rules), and by working upon larger traffic aggregations (e.g., services rather than individual flows) whenever possible. However, we followed the principle of making decisions only with very high-confidence, e.g., when superior evidence from two or more mutually independent information sources are validated.

Firstly, we consider whether the signature matching results for a specific server:port appear to be strongly consistent, in which case we can reasonably assume that we have identified a particular service on that server:port. Several criteria are used to quantitatively justify the consistency: thresholds are specified to guarantee that at least a certain percentage of flows as well as a minimum number of flows have matched a specific signature. Additionally, only an exclusive subset of signatures is allowed to have matched the flows. This avoids situations where, for example, HTTP caused by BitTorrent is labeled as web traffic. We applied this heuristic widely and particularly for those applications with a well-established signature.

Based on the assumption that flows between the same IP addresses pair may be due to the same application, we can verify such situations as FTP traffic between two hosts or HTTP traffic as in many cases a web server runs both standard and secure HTTP services. We derived similar heuristics for streaming and VoIP applications. For example, RTSP appears within a TCP control channel while the data are relayed on a unidirectional UDP stream. Also, a VoIP application may use a SIP session and a bi-directional UDP stream.

A great amount of information can be inferred from the host names. We base further heuristics on accumulated knowledge about particular popular services (e.g., Google, MSN, eBay): for example, we may have a heuristic that indicates HTTPS traffic to MSN servers is due to MSN messenger clients instead of browsers.

Finally, we consider the behavioral characteristics of hosts due to overlay networks (subject to additional verification). This is particularly useful for the identification of P2P traffic. Although a counter-example to this rule is that SMTP traffic has a strong P2P-like behavior: SMTP servers may act as both the recipients and the senders of emails. The assumption is that if a host is an SMTP server, all the flows generated from this host towards port 25 are mail
traffic. In general, this heuristic is applicable for P2P traffic as long as the information about the port number can be utilized, and the assumption of the heuristic can be validated. We applied this heuristic to verify a large number of eDonkey and BitTorrent flows on port 4662 and 6881, respectively. Additionally, for P2P applications that use random port numbers, we started from an initial set of identified peers and identified new peers that are contacted by previously known peers. For example, initial Skype participants were identified using the information of centralized login servers, and new Skype nodes could be inferred by considering the hosts reached by a number of (e.g., at least three) known Skype peers.

We show the application category breakdown of TCP traffic for each data-set in Table 4. As noted above, the meta-classes described in this table aggregate a number of specific applications – a full application breakdown is provided in [12] – although WEB deserves special comment. Throughout our work we refer to the application class as meaning web-browsing alone. It is worth reiterating that this class of traffic does not refer to data moved via HTTP, nor to non-browser applications (such as a webmail server providing data to Outlook – such data would be classified as MAIL).

3. Classification methodologies

Several methods exist for classifying network-traffic and all of them fall into two broad classes: deterministic (hard) and probabilistic (soft) classification. As the name suggests, deterministic classification assigns data points to one of several mutually exclusive traffic classes. This is done by considering some metric that defines the distance between data points and by defining the class boundaries. On the other hand, probabilistic classification method classifies data by assigning it a per-class membership-probability. The per-class membership-probability may be based on an artificial allocation of probabilities or be based upon a priori experience. For example after trying to classify a flow using this method, it could be observed that with a probability of 0.8 this flow belongs to the MAIL class, with probability 0.1 to WEB class and with probability 0.1 to BULK class. Class assignment is done by considering the class with the largest probability. In the example, the flow will then be considered a member of the MAIL class.

In this paper, we document four methods for network-traffic classification. Two methods: port number and L7, a classifier based upon deep-packet inspection, are both deterministic. Two alternatives: Naïve Bayes and the use of a C4.5 are probabilistic in nature.

We primarily focus on using C4.5 to capitalize on the following properties of the decision tree algorithm:

1. Sufficient accuracy. It is suggested in [6] that C4.5 is among the most accurate methods for the problem of traffic classification. Further, we find it the most accurate one in a range of most popular supervised learning algorithms, using our particular feature set and observation window setup.

2. Extremely low computational cost for classification. Its classification process only involves several conditional statements, which is the simplest form that a classifier can be. This property ideally supports time and resource-critical tasks such as real-time application operations.

Alongside the two probabilistic classification schemes, we also utilize a feature-reduction mechanism: the Fast Correlation-Based Filter. This mechanism allows us to significantly reduce the computational cost in collecting the features and also helps to overcome the overfitting problem in each of the probabilistic schemes.

We also note that our traffic classification work relies upon the aggregation of packets into flows based upon the IP five-tuples. We are aware of sophisticated data structure and algorithm work such as [15]. Further, work in [16] shows that minimal hardware can permit tractable
implementation for handling 10 Gigabit/s live traffic. While not within the scope of this paper, such approaches combined with our methodology would effectively yield a line-rate, real-time traffic classification solution.

3.1. Port number

The port-based method relies on the use of well-known ports: the server port number may be used to identify traffic associated with a particular application. This method sees common use as state of the art in many operational environments and requires access only to the part in the packet header that contains the port numbers.

As illustrated in Fig. 2, one should note that the server port number is not equivalent to the destination port number of the packets. They coincide only for packets sent in the client to server direction. For example, the destination port number is 80 for a packet directed to a Web server, while the source port number is 80 for a packet sent from a Web server. However, port-based classification uses the server port number which is determined by observing the first packet of a flow in the client to server direction.

In this paper, we use a list of well-known ports derived from the official port assignments established by IANA. In particular, we consider only the official ports for port numbers ≤ 1023. In this subset only 35 distinct ports appear in our traffic traces, and for just 16 of them the traffic is actually using the protocol associated to the official port assignment.

3.2. Deep-packet inspection

The deep-packet inspection (DPI) method examines whether a flow carries a well-known signature or follows well-known protocol semantics. Such operations are accompanied by higher complexity and may require access to more than a single packet’s payload. According to Moore and Papagiannaki [7], specific flows may be classified positively from their first packet (with payload data) alone. Nonetheless, other flows may need to be examined in more detail and a positive identification may only be feasible once up to 1 KByte of payload data has been observed.

Signatures can be obtained from protocol specifications. This is relatively easy for open and published protocols. However, proprietary protocols are often neither open nor published, thus signatures must be derived from reverse engineering of the protocols (e.g. [17]). Such a process is arguably going to produce signatures that do not fully capture the underlying protocol semantics, yielding inaccurate estimates of the traffic associated with those protocols.

Aside from the need for payload access, a major drawback of the payload-inspection method is that it cannot handle traffic with encrypted payloads. This has become increasingly problematic as common and increasingly popular applications turn to the use of encryption to evade detection by deep-packet inspection techniques.

To classify the traffic in our traces we use the identification mechanisms of the open source DPI tool [7-filter [14]]. Because this tool is not intended as an offline, trace processing tool (it is intended to be deployed as part of the Linux iptables firewall for traffic shaping purposes), we use a user-space version of this tool [18]. We refer to this offline version as L7. This classifier re-assembles the data content of a flow and identifies the application via pattern matching using regular expressions. A flow is marked as identified as soon as a known pattern is found in at least one of its directions. Only the first 10 packets of each flow are considered.

3.3. Naïve Bayes with kernel estimation

In order to describe Naïve Bayesian classification it is useful to consider a data sample \( x = (x_1, \ldots, x_n) \). This is a realization of \( X = \{ X_1, \ldots, X_n \} \) such that each random variable \( X_i \) is described by \( m \) attributes \( \{ A_1, \ldots, A_m \} \) (referred to as features) that can take numeric or discrete values. \( X_i = (A_{i1}, \ldots, A_{im})^T \) is then a random vector. As an example, for Internet traffic, \( A_{1i} \) may represent the mean inter-arrival time of packets in the flow \( i \).

Assume now that there are \( k \) known classes of interest. Let \( C = \{ c_1, \ldots, c_k \} \) represent the set of all known classes. For each observed instance \( x_i \) in \( x \), there is a known mapping \( C \times x \rightarrow C \) representing the membership of instance \( x_i \) to a particular class of interest. The notation \( C(x_i) = c_j \) stands for “the instance \( x_i \) belongs to the class \( c_j \”).

Bayesian statistical conclusions about the class \( c_j \) of an unobserved flow \( y \) are based on probability conditional on observing the flow \( y \). This is called the posterior probability and is denoted by \( p(c_j | y) \). The Bayes rule gives a way of calculating this value:

\[
    p(c_j | y) = \frac{P(c_j) f(y | c_j)}{\sum_i P(c_i) f(y | c_i)}.
\]

where \( p(c_j) \) denotes the probability of obtaining class \( c_j \) independently of the observed data (prior distribution), \( f(y | c_j) \) is the distribution function (or the probability of \( y \) given \( c_j \)) and the denominator acts as a normalizing constant.

The goal of the supervised Bayes classification problem is to estimate \( f(y | c_j) \) for \( j = 1, \ldots, k \) given some training set \( x \). To do that, Naïve Bayes makes certain assumptions on \( f(y | c_j) \) such as the independence of \( A_3 \) as well as the standard Gaussian behavior of them. The problem is then reduced to simply estimating the parameters of the Gaussian distribution and the prior probabilities of \( c_j \) s. In fact, Naïve Bayes is also capable of dealing with discrete
random features, which could represent the state of some flag of a flow, by treating them independently and using the frequencies of occurrences to estimate \( f(\cdot|c_j) \), \( j = 1, \ldots, k \).

### 3.4. C4.5 Decision tree

C4.5 is well-known as a discriminative decision tree algorithm where the classification will be definitive (to assign each data point one of the mutual-exclusive classes).

Input to C4.5 consists of a collection of training cases, each having a tuple of values for a fixed set of features \( F = F_1, F_2, \ldots, F_n \) and a class. A feature \( F_j \) can be described as continuous or discrete according to whether its values are numeric or nominal. The class \( C \) is discrete and has values \( C_1, C_2, \ldots, C_c \).

The goal is to learn, from the training cases, a function \( \text{DOM}(A_1) \times \text{DOM}(A_2) \times \cdots \times \text{DOM}(A_k) \to \text{DOM}(C) \), that maps from the feature values to a predicted class.

As such the decision tree is a recursive structure where:

- a leaf node is labeled with a class value, or
- a test node that has two or more outcomes, each linked to a subtree.

To classify an object using C4.5, imagine the object to be classified is initially at the top (root) of the tree. The object will go iteratively into a subtree as below, until it reaches a leaf node:

- if it is at a leaf node, the label associated with that leaf becomes the predicted class;
- if it is at a test node, when the outcome of the test is determined, it is moved to the top of the subtree for that outcome.

When training a model, the C4.5 learner uses information gain ratio to decide which feature goes into a test node. The information gain ratio is defined as the normalized information gain \( \text{IG}(X) \), which is based on the entropy \( H(X) \) of the random variables. It measures the correlation between two random variables: a feature and a class label in this case.

Given discrete random variables \( X \) and \( Y \):

\[
\text{GAINRATIO}(X|Y) = \frac{H(X) - H(X|Y)}{H(X)},
\]

(2)

\[
\text{IG}(X|Y) = H(X) - H(X|Y),
\]

(3)

where

\[
H(X|Y) = - \sum_j p(y_j) \sum_i p(x_i|y_j) \log_2 p(x_i|y_j).
\]

(4)

and

\[
H(X) = - \sum_i p(x_i) \log_2 p(x_i),
\]

(5)

where \( p(x_i) = P[X = x_i] \), \( p(y_j) = P[Y = y_j] \) and \( p(x_i|y_j) = P[X = x_i|Y = y_j] \).

In principle, the learner iteratively looks for the best feature to partition the data points in a node. The one with highest information gain ratio will be used to make the decision in the node. The division continues until the node becomes a leaf node, or the number of training data points in the node is smaller than a given number.

Moreover, C4.5 has incorporated a large number of improvements such as error-reduced pruning, avoiding over-fitting, and dealing with missing values. We refer the reader to Quinlan [19] for further information.

### 3.5. Feature-space reduction

We use the Fast Correlation-Based Filter (FCBF) of Yu and Liu [20] along with a variation of a wrapper method in determining the value of the threshold (described later in this section). The FCBF filter method performs very well in improving the performance of Naïve Bayes when contrasted with other related techniques [20].

The correlation measure used in FCBF is based on the symmetrical uncertainty. Using Eqs. (3) and (5), symmetrical uncertainty is defined in the following way:

\[
\text{SU}(X, Y) = 2 \frac{\text{IG}(X|Y)}{H(X) + H(Y)}. \tag{6}
\]

Symmetrical uncertainty takes values in \([0, 1]\), where the value 1 means that the knowledge of either \( X \) or \( Y \) can induce the other, while 0 suggests that features \( X \) and \( Y \) are wholly independent. At this point, Eq. (6) has only been defined for nominal feature values,\(^4\) therefore FCBF will discretize continuous features before the core analysis [20].

The FCBF algorithm selects good features via a two-stage process by identifying:

- the relevance of a feature, and
- the redundancy of a feature with respect to other features.

To describe these concepts mathematically, let \( C \) denote the random variable of traffic classes taking values in \( \mathcal{C} \). Further, let \( \text{SU}_{ij} \) and \( \text{SU}_{ij} \) denote the value of the symmetrical uncertainty between \( A_i \) and \( C \) and between \( A_i \) and \( A_j \), respectively. A feature \( A_i \) is believed to be relevant if \( \text{SU}_{ij} > \delta \), where \( \delta \) is some threshold value to be determined by the user.

Identification of redundancy is often done by computing the pairwise cross-correlations between features. However, Yu and Liu [20] note that this method is quite computationally expensive and so the solution they propose considers \( \text{SU} \) values, because symmetrical uncertainty captures pairwise cross-correlation information. As a result, FCBF works in the following way. Initially, \( \text{SU}_{ij} \), 1 \( \leq j \leq m \) are calculated and features are ordered in descending order according to the values of \( \text{SU} \). A set \( S \) is created, containing features, which satisfy \( \text{SU}_{ij} \). Then, the feature with the largest \( \text{SU}_{ij} \) (call it \( A_p \)) is compared to \( \text{SU}_{ij} \), where \( A_q \in S \setminus A_p \). If \( \text{SU}_{ij} \geq \delta \), the feature \( A_q \) is considered redundant and is therefore removed from \( S \). The procedure is repeated for all \( A_p \)’s in \( S \). The complexity of this algorithm is \( O(nm \log m) \).

\(^4\) Although it is possible to define it for continuous random variables, the estimation of probabilities is then much harder.
At last, the question arises as to how to determine the optimal value of the threshold \( \delta \). To overcome this difficulty, we use a wrapper method based upon the Naive Bayes algorithm, i.e. computational results of the Naive Bayes algorithm will be used to estimate the optimal value of the threshold. This approach has the goal of maximizing some measure of accuracy (e.g., percentage of correctly classified flows). The advantage of this approach is that it is less computationally expensive than the "forward selection" or "backward elimination", since only \( m \) cases are needed to be checked compared to \( 2^m - 1 \). In addition, this method significantly improves the predictive capability of Naive Bayes technique, and may also improve the accuracy of other machine learning mechanisms.

The following procedure is used to identify the best number of features to be used for a particular training set:

1. All features are ranked in order of importance as calculated by the FCBF method.
2. We now wish to identify the most valuable features; to do this an independent set of test data is chosen and it is used to evaluate the performance of Naive Bayes classifier trained on different number of features.
3. We train Naive Bayes on the training set with \( n \), where \( n \in 1 \ldots m \) (recall \( m \) is the total number of features) and evaluate the resulting classifier on the test set.
4. Finally, we select the optimum value for \( n \) such that it provides maximum classification accuracy while minimizing the total number of features required.

This algorithm uses both filter and wrapper methods to determine the optimal set of features [21].

4. Results and discussion

Using information collected from the first several packets of the flow, we aim at building real-time classification models. These models are trained offline due to the need of hand-classified ground-truth data. The testing phase however, can be automated and involves the following three-phase pipeline:

1. Grouping packets into flows,
2. Calculating features from the flows, and
3. Classifying the flows using the features and labeling the flows.

Apart from accuracy, there are two further objectives in the design of such a classification system:

Latency. Firstly, for certain tasks such as application-specific routing, monitoring or anomaly detection, it is desirable for the latency prior to identifying a flow be as low as possible.

Overhead. Both the memory footprint in aggregating the packets and the computational complexity in calculating features increase proportionally with the number of packets in each flow object. Thus it behooves an architect to minimize the quantity of link-data required. Collecting all packets of live traffic on a high-speed link will quickly exhaust the memory space for any commodity hardware. However, by keeping fewer packets of a flow in the memory, the system will be able to exchange a small error for a higher throughput, thereby enabling the classification systems’ operation on a high-speed link.

4.1. Observation window

Theoretically, a flow classifier will be more accurate when given more relevant information collected from each flow. However, the latency and computational overheads in collecting features will increase in proportion to the observation window size. This observation window may be bounded in time, in the total number of packets, or both.

To provide a reasonable trade between accuracy, latency and throughput, one can choose to limit the number of packets at the beginning of a flow from which to collect the set of features. Formally, we define an observation window as a fixed window of a given number of packets from the first packet in a flow (i.e., a SYN packet). For example, the feature "average payload bytes" is calculated using the sum of payload bytes in these packets divided by the number of packets seen in the observation window.

To demonstrate how one might attend the accuracy/latency/throughput trade-off and to evaluate the performance of such a classification mechanism, we use a subset of 12 features and the C4.5 algorithm to identify an appropriate observation window size. When collecting features we also use a 15 s timeout alongside the limit on the number of packets, that is, the observation window terminates when either the number of packets sums to the window size or the timeout occurs.

The classifier accuracy for different observation window sizes varying from 4 to 10 is shown in Fig. 3. For these results and in common throughout this work, we perform our C4.5 and Naive Bayes evaluations using the Weka [22] toolkit.

![Fig. 3. Relationship between accuracy and packet-limit using C4.5.](image-url)
For all data-sets, the accuracy achieves a high value with a window size of five packets. The accuracy is comparable to the accuracy of using complete flows or larger observation windows. This indicates that the behavior shown in the first five packets contains rich information to classify the flows.

The idea of early flow “fingerprinting” is also used by Bernaille et al. [1] where they use a feature set composed of the sizes and directions of the first four data packets of each flow. In comparison, our method collects more information from fewer packets: our five observed packets include the three start-of-flow packets common at the beginning of each TCP flow. This results in lower overheads and lower latency for our methods. We choose a window size of five packets for the results presented in the rest of this paper.

4.2. Methodology

In Section 4, we show both a range of results and comparisons. These comprise:

1. a 4-way accuracy comparison between the classification methods (Table 5),
2. per-class accuracy on Day1, Day2, Day3, and SiteB, for C4.5 algorithm (Table 6),
3. a 4-way general accuracy comparison between the temporal decay property of classification methods (Figs. 4–6),
4. per-class temporal decay between Day1-Day2, Day1-Day3, and Day2-Day3, for C4.5 algorithm (Table 7),
5. a 4-way comparison between the spatial stability of classification methods with cross-site (Table 8) and multi-site (Table 10) training on Day3 and SiteB data-sets, along with per-class accuracy for C4.5 algorithm (Tables 9 and 11),
6. a 4-way accuracy comparison on UDP traffic (Table 14), with detailed per-class results (Table 15) and temporal and spatial stability (Tables 16 and 17), and
7. a comparison of training and testing time between C4.5, Naïve Bayes and L7 methods (Table 18).

To evaluate the accuracy of the classifier on the same day and same site (Section 4.3), for each flow we randomly place it into one of two data-sets (for example, with a probability of 0.5 to create comparable-sized data-sets). One data-set serves as training set and the other data-set as testing set. We can repeat the division of data-sets using a different seed for the random-number generator This allows a repeating of the process as many times as required,

### Table 5
Overall accuracy comparison across four classification methods.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Day1 % flows</td>
<td>99.807 ± 0.021</td>
<td>96.663 ± 0.064</td>
<td>95.29</td>
<td>88.93</td>
<td>72.27</td>
</tr>
<tr>
<td>% packets</td>
<td>99.711 ± 0.026</td>
<td>82.050 ± 0.093</td>
<td>34.25</td>
<td>30.18</td>
<td>27.13</td>
</tr>
<tr>
<td>% bytes</td>
<td>99.714 ± 0.025</td>
<td>83.911 ± 0.091</td>
<td>31.72</td>
<td>27.66</td>
<td>25.89</td>
</tr>
<tr>
<td>Day2 % flows</td>
<td>99.895 ± 0.012</td>
<td>95.845 ± 0.066</td>
<td>91.79</td>
<td>87.63</td>
<td>70.63</td>
</tr>
<tr>
<td>% packets</td>
<td>99.886 ± 0.013</td>
<td>86.152 ± 0.089</td>
<td>23.96</td>
<td>23.39</td>
<td>21.24</td>
</tr>
<tr>
<td>% bytes</td>
<td>99.884 ± 0.013</td>
<td>86.341 ± 0.088</td>
<td>16.21</td>
<td>16.31</td>
<td>15.39</td>
</tr>
<tr>
<td>Day3 % flows</td>
<td>99.937 ± 0.010</td>
<td>98.301 ± 0.049</td>
<td>84.66</td>
<td>78.03</td>
<td>60.14</td>
</tr>
<tr>
<td>% packets</td>
<td>99.843 ± 0.016</td>
<td>90.930 ± 0.095</td>
<td>21.07</td>
<td>19.94</td>
<td>17.93</td>
</tr>
<tr>
<td>% bytes</td>
<td>99.842 ± 0.016</td>
<td>90.202 ± 0.087</td>
<td>17.55</td>
<td>16.51</td>
<td>16.22</td>
</tr>
<tr>
<td>SiteB % flows</td>
<td>99.665 ± 0.021</td>
<td>97.630 ± 0.055</td>
<td>89.67</td>
<td>94.28</td>
<td>56.08</td>
</tr>
<tr>
<td>% packets</td>
<td>99.441 ± 0.029</td>
<td>94.570 ± 0.068</td>
<td>79.39</td>
<td>86.61</td>
<td>57.87</td>
</tr>
<tr>
<td>% bytes</td>
<td>99.422 ± 0.033</td>
<td>93.700 ± 0.077</td>
<td>77.53</td>
<td>84.59</td>
<td>61.13</td>
</tr>
</tbody>
</table>

### Table 6
Per-class accuracy for online classification using C4.5.

<table>
<thead>
<tr>
<th>Class</th>
<th>Day1 Precision (%)</th>
<th>Day1 Recall (%)</th>
<th>Day2 Precision (%)</th>
<th>Day2 Recall (%)</th>
<th>Day3 Precision (%)</th>
<th>Day3 Recall (%)</th>
<th>SiteB Precision (%)</th>
<th>SiteB Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATTACK</td>
<td>95.845</td>
<td>81.686</td>
<td>94.147</td>
<td>94.529</td>
<td>60.000</td>
<td>8.571</td>
<td>99.950</td>
<td>99.751</td>
</tr>
<tr>
<td>CHAT</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>95.313</td>
<td>92.424</td>
<td>96.056</td>
<td>81.818</td>
</tr>
<tr>
<td>MULTIMEDIA</td>
<td>97.206</td>
<td>98.185</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>94.737</td>
<td>100.0</td>
<td>72.727</td>
</tr>
<tr>
<td>VOIP</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>88.095</td>
<td>79.570</td>
<td>90.523</td>
<td>87.920</td>
</tr>
<tr>
<td>SERVICES</td>
<td>100.0</td>
<td>99.502</td>
<td>99.641</td>
<td>99.910</td>
<td>100.0</td>
<td>45.714</td>
<td>71.823</td>
<td>27.957</td>
</tr>
<tr>
<td>INTERACTIVE</td>
<td>100.0</td>
<td>100.0</td>
<td>97.222</td>
<td>97.222</td>
<td>100.0</td>
<td>99.071</td>
<td>97.792</td>
<td>97.792</td>
</tr>
<tr>
<td>GAMES</td>
<td>100.0</td>
<td>40.000</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>GRID</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>96.875</td>
<td>100.0</td>
</tr>
</tbody>
</table>
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for example, in the computation of standard deviation or confidence intervals.

The accuracy figures represent an average of each experiment conducted where each experiment accuracy figure is the total number of correctly identified flows divided by the total number of flows within that particular data-set.

To evaluate the temporal stability (Section 4.4), we train the model using the Day1 (2003) and Day2 (2004) data-sets, and test the model on each of Day2 and Day3 data-sets. Recall that Day2 and Day3 were collected in 2004 and 2006, respectively.

To evaluate the spatial stability (Section 4.5), we first train the model using a subset of each of the Day3 and SiteB data-sets. We then validate each model against the remaining data-set from that site.

To create a multi-site model we combine one half of each of the Day3 and SiteB data-sets to use as a training set producing the multi-site model. We evaluate this model on the remaining half of each data-set. Using the same (random) mechanism as above, this process is repeated multiple times using multiple different random-number seeds to divide data-sets into different training sets and testing sets. In each case we present the overall accuracy along with confidence intervals where these are significant.

The following metrics are used to quantify the accuracy of classification models:

- **Overall Accuracy** – the percentage of correctly classified instances over the total number of instances,
- **Precision** – the number of class members classified correctly over the total number of instances classified as class members for a given class, and
- **Recall** – the number of class members classified correctly over the total number of class members for a given class.

### 4.3. Classification accuracy (same site, same day)

In this subsection, we present results contrasting the overall accuracy across four classification methods: C4.5, Naive Bayes, IANA port numbers and L7 signatures. The results are shown in Table 5. Note that C4.5 and Naive Bayes classifiers are using the features computed with the five-packet observation window; instead, for ideal effectiveness, L7 classifier is searching the payload content for known signatures in up to the first 10 data packets of a flow.

![Fig. 4. A 4-way accuracy comparison of correctly classified flows for Day1 vs. Day2 and Day1 vs. Day3.](image1)

![Fig. 5. A 4-way accuracy comparison of correctly classified packets and bytes for Day1 vs. Day2 and Day1 vs. Day3.](image2)

![Fig. 6. Accuracy comparison of correctly classified flows, packets and bytes for Day2 vs. Day2 compared with Day2 vs. Day3.](image3)
It is well-known that the port-based classifier is likely to lead to inaccurate estimates of the amount of traffic carried by different applications given that certain protocols, such as HTTP, are frequently used to relay other types of traffic, e.g., MSN Messenger over HTTP, whereas other protocols make use of parallel connections which use dynamically assigned port numbers, e.g., FTP transfers in PASV mode. In addition, emerging services typically avoid the use of well-known ports, e.g., some P2P applications, while other popular applications deliberately use well-known ports to masquerade their traffic through firewalls, e.g., Skype. These have led to only 31% of byte accuracy in Day1 and further 16% and 17% byte accuracy in Day2 and Day3, respectively.

The general performance of payload signature matching is even worse because (a) even the most up-to-date signature set is by far not enough to cover all the applications, (b) some of the signatures do not match sufficiently well while (c) others are significantly over-matching.

Compared to conventional port-based and signature-based classifiers, the overall accuracy of our method is much higher in terms of flows, packets and bytes. To fully describe its performance, Table 6 details the per-class per-flow accuracy for each application class. The accuracy is high (>99%) for the major application classes. However, because the classifier tends to converge towards the highest overall accuracy, classes containing a small number of members may present a lower accuracy as the class distribution of the training data-set is not uniform.

Also, some of the classes are presumably more difficult than others. The ATTACK class comprises of a variety of malicious activities targeting different vulnerabilities. This complex variety leads to a number of false predictions to and from other classes, e.g., some of them are classified as WEB in Day1 and Day3, while in Day2 some MAIL flows are classified as ATTACK. However, the results show that these models may still achieve either good precision or good recall for ATTACK class within Day1, Day2 and SiteB. Ideally, the accuracy obtained by two-fold cross-validation in the same data-set can be an indication of accuracy for classifying the traffic of the same day or in a short period after the model is built.

We are also interested in seeing how the classifier decays over time, which is presented in the next subsection; and how the classifier performs on a totally different network or across various networks, which is presented in Section 4.5.

### Table 7
Per-class accuracy temporal stability for online classification using C4.5.

<table>
<thead>
<tr>
<th>Class</th>
<th>Day1 vs. Day2</th>
<th>Day1 vs. Day3</th>
<th>Day2 vs. Day3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision (%)</td>
<td>Recall (%)</td>
<td></td>
</tr>
<tr>
<td>WEB</td>
<td>99.917</td>
<td>99.868</td>
<td>99.851</td>
</tr>
<tr>
<td>MAIL</td>
<td>94.362</td>
<td>100.0</td>
<td>99.606</td>
</tr>
<tr>
<td>BULK</td>
<td>83.545</td>
<td>99.239</td>
<td>35.101</td>
</tr>
<tr>
<td>ATTACK</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>CHAT</td>
<td>-</td>
<td>-</td>
<td>0.0</td>
</tr>
<tr>
<td>P2P</td>
<td>92.690</td>
<td>97.791</td>
<td>96.219</td>
</tr>
<tr>
<td>DATABASE</td>
<td>96.893</td>
<td>19.148</td>
<td>51.741</td>
</tr>
<tr>
<td>MULTIMEDIA</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>VOIP</td>
<td>-</td>
<td>-</td>
<td>0.0</td>
</tr>
<tr>
<td>SERVICES</td>
<td>99.541</td>
<td>97.570</td>
<td>43.750</td>
</tr>
<tr>
<td>INTERACTIVE</td>
<td>97.222</td>
<td>97.222</td>
<td>100.0</td>
</tr>
</tbody>
</table>

### Table 8
Accuracy of models trained from one site and applied to each other site, between Day3 (2006, Site A) and SiteB (2007, Site B).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Day3:SiteB</td>
<td>% flows</td>
<td>94.466 ± 0.095</td>
<td>89.821 ± 0.122</td>
<td>99.917 ± 0.080</td>
</tr>
<tr>
<td>% packets</td>
<td>93.294 ± 0.103</td>
<td>84.417 ± 0.263</td>
<td>84.725 ± 0.394</td>
<td>84.545 ± 0.149</td>
</tr>
<tr>
<td>% bytes</td>
<td>94.035 ± 0.094</td>
<td>84.057 ± 0.394</td>
<td>84.725 ± 0.394</td>
<td>84.545 ± 0.149</td>
</tr>
<tr>
<td>SiteB:Day3</td>
<td>% flows</td>
<td>95.700 ± 0.080</td>
<td>84.454 ± 0.149</td>
<td>86.61 ± 0.254</td>
</tr>
<tr>
<td>% packets</td>
<td>94.967 ± 0.086</td>
<td>73.226 ± 0.337</td>
<td>21.07 ± 0.034</td>
<td>19.94 ± 0.034</td>
</tr>
<tr>
<td>% bytes</td>
<td>95.345 ± 0.082</td>
<td>73.162 ± 0.340</td>
<td>15.55 ± 0.034</td>
<td>15.16 ± 0.034</td>
</tr>
</tbody>
</table>

### Table 9
Per-class accuracy of C4.5 models trained from one site and applied to each other site.

<table>
<thead>
<tr>
<th>Class</th>
<th>Day3:SiteB</th>
<th>SiteB:Day3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision (%)</td>
<td>Recall (%)</td>
</tr>
<tr>
<td>WEB</td>
<td>98.586</td>
<td>99.748</td>
</tr>
<tr>
<td>MAIL</td>
<td>99.697</td>
<td>99.981</td>
</tr>
<tr>
<td>BULK</td>
<td>11.307</td>
<td>91.172</td>
</tr>
<tr>
<td>ATTACK</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>CHAT</td>
<td>0.578</td>
<td>90.909</td>
</tr>
<tr>
<td>P2P</td>
<td>33.019</td>
<td>26.845</td>
</tr>
<tr>
<td>DATABASE</td>
<td>0.079</td>
<td>0.430</td>
</tr>
<tr>
<td>SERVICES</td>
<td>52.917</td>
<td>80.126</td>
</tr>
<tr>
<td>INTERACTIVE</td>
<td>0.000</td>
<td>0.430</td>
</tr>
<tr>
<td>GAME</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>GRID</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>
4.4. Temporal decay of model accuracy

In Section 3, we note that each classification scheme involves the creation of a model that provides an identification of each network-based application. Such models may be the table of port numbers relating to (groups of) applications, the signature set for specific applications, or the probabilistic priors grouping flow features as used by machine learning algorithms. In each case a model will define how traffic is classified.

With changing applications and network-host behavior, the accuracy of such a model for traffic classification will change over time, as we illustrate in the following for several different methods.

We study the temporal decay of the model accuracy by applying the models created from Day1 and Day2 data-sets to classify the Day2, Day3 and Day3, respectively. The gap between Day1 and Day2 is 1 year (2003–2004), in which the variety of application and composition of traffic did not change significantly; whereas between Day2 and Day3 it is roughly 2 years (2004–2006) when there is a rise on the number of different applications (e.g., more kinds of P2P clients, web applications, instant messengers and Voice-over-IP clients). The composition of traffic also changed accordingly.

Figs. 4 and 5 show a 4-way comparison of the decay of the overall accuracy from 2003, 2004 to 2006 for correctly classified flows, and packets and bytes, respectively. We used the same IANA port number list as before, but added an old version of L7 signature set (September 2003) alongside the most up-to-date L7 signature set. The two signature sets would represent the decay of signature-based mechanisms under different assumptions. Besides those, we show the results using C4.5 and Naïve Bayes models built upon the Day1 data-set to classify Day2 and Day3 traffic.

It is shown that while conventional classifiers such as port-based and signature-based degrade by around 5% of flow accuracy each year, the C4.5 classifier has only a decay of less than 2% each year in all three measures of flows, packets and bytes. The standard deviation in the results is relatively small. For example, the standard deviation of C4.5 Day1 vs. Day2 is 0.079 and Naïve Bayes Day1 vs. Day3 is 0.130. These values are invisible in the resolution of the figure therefore the error bar is not shown.

Further, Fig. 6 shows a comparison Day2 vs. Day2 and then Day2 vs. Day3. From this we can see the decay of C4.5 and Naïve Bayes classifiers, between 2004 and 2006. Results are given in terms of flows, packets and bytes.

The error bar is not shown due to the same reason as described above. It is clear that there is significant decay in the quality of classification provided by the Naïve Bayes – still better than the L7 and port methods (Fig. 4) but significantly nonetheless. In contrast the C4.5 loses less than 3% of accuracy for all metrics.

Finally, Table 7 presents the precision and recall values of the results using C4.5.

Most of the classes are very accurate from 2003 to 2004, and many classes are still very accurate from 2003 to 2006 and from 2004 to 2006, e.g., WEB, MAIL, BULK and P2P.

We also observe that in certain cases the precision is significantly higher than recall. This indicates that some new types of applications of this class may have emerged during this period. These applications are difficult to be recognized by the model trained using an earlier data-set. For example, a reason for the recall of MAIL class losing 11% accuracy is that more mail servers tunnel IMAP communications through SSL in Day2 and Day3. Moreover, we can see that different database management system servers on the site increased between year 2003 and 2004: the recall is low for Day1 vs. Day2 and Day1 vs. Day3, while nearly all the database flows are correctly identified in Day2 vs. Day3. Similarly, it also failed to identify the network monitoring applications built upon HTTP (they are categorized into SERVICES) and several remote control applications in the INTERACTIVE class, such as PCAnywhere and GotoMyPC that appeared between 2004 and 2006. The CHAT and VOIP traffic are not successfully classified because these classes do not even exist in the training sets. This observation also raises an interesting problem of how to identify a whole new class of traffic which is previously unobserved. Further, poor temporal stability is shown for ATTACK as the malicious traffic is of totally different types in the training and testing data-sets.

4.5. Spatial stability of model accuracy

Our spatial stability study comprises two experiments: the first is using the model trained on one site to measure the accuracy on another site; the second is building a model on the traffic from both sites and test on them separately.

In the first experiment, we measure the accuracy of a model being applied to classify the traffic in a totally different network where no prior information is available. In the second experiment we are measuring the effectiveness of a generic model across different, specific networks. Both experiments serve to illustrate the spatial property of the classification methodology.

Table 10

Accuracy of the dual-site model trained on half of the two data-sets and tested on the other half of each data-set.

<table>
<thead>
<tr>
<th>Data-set</th>
<th>% flows</th>
<th>% packets</th>
<th>% bytes</th>
<th>IANA ports</th>
<th>L7 signature set (2008)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day3</td>
<td>99.919 ± 0.008</td>
<td>99.631 ± 0.023</td>
<td>99.627 ± 0.027</td>
<td>97.986 ± 0.052</td>
<td>79.281 ± 0.309</td>
</tr>
<tr>
<td>SiteB</td>
<td>99.662 ± 0.032</td>
<td>99.558 ± 0.035</td>
<td>99.600 ± 0.033</td>
<td>97.884 ± 0.053</td>
<td>94.683 ± 0.312</td>
</tr>
<tr>
<td></td>
<td>99.627 ± 0.027</td>
<td>99.600 ± 0.033</td>
<td>93.906 ± 0.456</td>
<td>84.59</td>
<td>16.51</td>
</tr>
</tbody>
</table>
4.5.1. Training on one site and testing on another

The accuracy shown here is for models trained on Day3 and SiteB, respectively, and applied to test the accuracy on the other data-set. Table 8 compares the model accuracy with L7 and port numbers. The results under “Day3:SiteB” is using Day3 as training set and SiteB as testing set; the results under “SiteB:Day3” is using SiteB as training set and Day3 as testing set.

Since the majority of traffic at SiteB is web-browsing traffic and the HTTP signature works relatively well, the L7-signatures yield good results. However, in all cases the result using C4.5 is advantageous compared with other methodologies. Notably, the Day3 C4.5 model shows better results in terms of flows, packets and bytes on SiteB which is from a totally different network 19 months later.

Table 9 reports the results for each application class using C4.5. Several major classes, namely WEB, MAIL, BULK and MULTIMEDIA have shown outstanding recall values on both directions; this means the model is very effective for most traditional services. However, we notice that there are drops in some other traffic classes:

- **ATTACK**: because of the difference in both location and time, the attack traffic in the two data-sets are totally of different types, which caused that none of the models can identify the ATTACK traffic in the other data-set.\(^3\)
- **P2P**: the identification is highly accurate from SiteB to Day3, but it drops to 58% when using Day3 model to test on SiteB. As a matter of fact, we have only found nine internal hosts in Day3 running a P2P application (Gnutella, eDonkey or Azureus). However in SiteB data-set there were 30 internal hosts and the variety of the clients are larger (eDonkey, BitTorrent, DirectConnect, Joltid, Gnutella and Pando) and are probably of newer versions. Further to our knowledge, a major part of Site A is running a firewall that severely throttles P2P traffic. Such throttling produced a lot of failed attempts for connection, which may lead to some skewness in the model.
- **DATABASE** and GRID: there is no networked database traffic in SiteB data-set, which caused the failure in identifying them in Day3 data-set. Similarly, there is no Grid computing traffic in Day3 data-set which caused the failure in identifying them in SiteB data-set.
- **CHAT**: neither of the two data-sets have many samples of Skype flows in TCP. Also, the result is not ideal due to the different Skype versions (version 2 in Day3 data-set and version 3 in SiteB data-set).
- **SERVICES**: this class comprises of only a small amount of flows, and in Day3 data-set many of them is network monitoring traffic over HTTP. This leads to a number of false negatives and false positives on both ways.
- **INTERACTIVE**: this class incorporates ssh connections and also several remote access software, e.g. GotMyPC/expertyce. While ssh is easier to identify from packet stream behavior, the INTERACTIVE traffic in the two traces are significantly different in their behavior.

4.5.2. Multi-site training

Now we evaluate the model trained with combined data from two different sites. In this experiment, a half of each data-set is randomly selected and combined together as the training set to train the model. Then the model is tested on the other half of each data-set.

Table 10 shows the overall accuracy comparison and Table 11 shows detailed per-class accuracy on each data-set. The resultant accuracy only slightly decreases in comparison to models trained specifically for a given site. This indicates that there is very little conflict when combining the data-sets in order to train a model for multiple sites; and the features, as we discussed before, are faithfully representing the behavior of the applications rather than specific networks or different situations in the network communication.

Most of the classes are very accurate except for a few classes which only have a very small number of flows. This is because the classifier tends to converge toward higher overall accuracy during training, and the number of samples in these classes might be insufficient to build a good model. There are methods to trade-off between the accuracy of a certain class with the overall accuracy, and we refer readers to related machine learning literature.

4.6. UDP classification accuracy and stability

Although in recent years the UDP traffic has not increased too much in the proportion of total traffic volume, we have seen a significantly increased variety of applications over UDP, such as VoIP communications, multimedia applications, P2P file-downloading and networked games. Accordingly there is an increasing need to understand and technically support such variety of applications.

For this study, we selected three 30 min traces of UDP traffic from Day1, Day3 and SiteB, respectively (as detailed in Section 2). All the three traces are collected at around 10:30 AM of a weekday.

Since the UDP flows do not maintain a state machine as in TCP, we use an inactivity time-out. We elect to use the default inactivity time-out of Cisco Netflow to aggregate the flows, with the time-out value set to be 60 s. We

---

\(^3\) In Day3 data-set the ATTACK class contains a small number of flows by SQL injection over HTTP while in SiteB data-set it contains traffic generated by botnets and a MS-RPC worm.
acknowledge this may not be the ideal value for all types of traffic and would suggest that a multiple time-resolution approach: using several different time-out values, would make interesting future work.

The ground-truth in the UDP data-sets is derived in a similar way as in the TCP data-sets. The actual application breakdown in the UDP data-sets is shown in Table 12, comprising of six major classes.

Following the approach described in Section 4.2, a machine learning approach is applied to classify the UDP traffic. Like the TCP traffic, we use an observation window that limits us to the first five packets.

As the UDP header contains different information from the TCP header, it is necessary to select a different feature set for UDP. Therefore, a complete set of features similar to the TCP feature set (with the TCP-specific ones removed and a few others changed) are collected and then, applying the FCBF-based approach described in Section 3.5, we select an optimal subset of features. The resultant feature set contains nine features and is shown in Table 13 below.

Table 14 compares the overall classification accuracy across the classification methodologies: C4.5 and Naïve Bayes using five-packet observation window, IANA port numbers and L7 signatures, using the same criteria as in previous Table 5. It shows that C4.5 achieves very good accuracy and works far better than IANA port numbers and L7-signatures.

Table 15 shows the precision and recall results for each class in each data-set. Most of classes approach 100% recall and precision, except two minor classes in SiteB with only few instances, which are probably too small to be effectively modeled.

We further evaluate the temporal and spatial performance of the UDP classifier and the results are shown in Table 16.

<table>
<thead>
<tr>
<th>Table 12</th>
<th>Composition of UDP traffic in our data-sets. Applications shown are only examples for demonstration. ‘−’ denotes non-existing traffic.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
<td>By flows (%)</td>
</tr>
<tr>
<td>---------</td>
<td>---------------</td>
</tr>
<tr>
<td>ATTACK</td>
<td>10.554/1.510/0.987</td>
</tr>
<tr>
<td>F2P</td>
<td>0.036/0.022/0.007</td>
</tr>
<tr>
<td>MULTIMEDIA</td>
<td>0.522/21.861/36.266</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 13</th>
<th>Properties of the subset of UDP features selected using five-packet observation window. SU is the symmetrical uncertainty measurement, as fully described in Section 3.5.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>num_pkts</td>
<td>Number of packets seen on both directions</td>
</tr>
<tr>
<td>min_pbyte_clnt</td>
<td>Minimum payload bytes seen (client to server)</td>
</tr>
<tr>
<td>min_pbyte_serv</td>
<td>Minimum payload bytes seen (server to client)</td>
</tr>
<tr>
<td>max_pbyte_clnt</td>
<td>Maximum payload bytes seen (client to server)</td>
</tr>
<tr>
<td>max_pbyte_serv</td>
<td>Maximum payload bytes seen (server to client)</td>
</tr>
<tr>
<td>ini_pbyte_clnt</td>
<td>Payload bytes sent from client to server before the first packet coming back</td>
</tr>
<tr>
<td>max_csct_pkts_clnt</td>
<td>Maximum number of consecutive packets (client to server)</td>
</tr>
<tr>
<td>serv_port</td>
<td>Server port</td>
</tr>
<tr>
<td>clnt_port</td>
<td>Client port</td>
</tr>
</tbody>
</table>

Table 14 | Overall accuracy comparison across four classification mechanisms. |
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Data-set</td>
<td>C4.5</td>
</tr>
<tr>
<td>---------</td>
<td>----------------------------------------------------------------------</td>
</tr>
<tr>
<td>Day1</td>
<td>% flows: 99.956 ± 0.011</td>
</tr>
<tr>
<td></td>
<td>% packets: 99.969 ± 0.010</td>
</tr>
<tr>
<td></td>
<td>% bytes: 99.977 ± 0.010</td>
</tr>
<tr>
<td>Day3</td>
<td>% flows: 99.627 ± 0.034</td>
</tr>
<tr>
<td></td>
<td>% packets: 98.745 ± 0.043</td>
</tr>
<tr>
<td></td>
<td>% bytes: 94.750 ± 0.069</td>
</tr>
<tr>
<td>SiteB</td>
<td>% flows: 99.889 ± 0.019</td>
</tr>
<tr>
<td></td>
<td>% packets: 99.052 ± 0.036</td>
</tr>
<tr>
<td></td>
<td>% bytes: 98.937 ± 0.037</td>
</tr>
</tbody>
</table>

In theory there may also be instant messengers traffic (CHAT class) over UDP, but it is not found in these traces.
The temporal study indicates that the diversity and variety of applications over UDP have significantly increased between Day1 and Day3. The traditional services: DNS, NTP, SNMP and Windows Media Player traffic are correctly identified. However, the new types of attacks, P2P file downloading and VoIP applications are not able to be identified using the previous model.

Despite the fact that the Day3 and SiteB UDP data-sets are highly different in the traffic composition and the application-set, most of the classes are correctly identified. The result for the P2P class is lower than SERVICES and VOIP due to the different application variety on each data-set and the impact from firewall policies in Day3. Also, there are only two multimedia flows in SiteB which is insufficient to build the model to classify the MULTIMEDIA traffic in Day3.

Finally, a multi-site model is trained using combined UDP data from two different sites. A half of each data-set is randomly selected and combined together as the training set to train the model. Then the model is tested on the other half of each data-set. As shown in Table 17.

Table 17

<table>
<thead>
<tr>
<th>Class</th>
<th>Day3</th>
<th>SiteB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision (%)</td>
<td>Recall (%)</td>
</tr>
<tr>
<td>ATTACK</td>
<td>99.971</td>
<td>100.0</td>
</tr>
<tr>
<td>P2P</td>
<td>98.449</td>
<td>97.768</td>
</tr>
<tr>
<td>MULTIMEDIA</td>
<td>99.648</td>
<td>97.251</td>
</tr>
<tr>
<td>VOIP</td>
<td>97.767</td>
<td>98.611</td>
</tr>
<tr>
<td>GAME</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Overall flows (%)</td>
<td>99.453 ± 0.043</td>
<td>99.884 ± 0.019</td>
</tr>
<tr>
<td>Overall packets (%)</td>
<td>98.150 ± 0.324</td>
<td>98.937 ± 0.101</td>
</tr>
<tr>
<td>Overall bytes (%)</td>
<td>97.815 ± 0.500</td>
<td>95.888 ± 0.572</td>
</tr>
</tbody>
</table>

4.7. Complexity and Memory footprint

The cost in the online classification pipeline can be broken down into three parts. Suppose we drop the later packets of a flow after classification of the flow. Then if we denote $M$ as total flows currently in the memory and $n$ as...
the number of packets in the observation window, then the
total computational overhead would comprise all the fol-
lowing (also note that roughly $M$ has a linear relationship
with $n$):

1. For capturing packet headers and aggregating pack-
et sets into flows, there will be a memory footprint of
$O(M)$ to store $M$ flows in the memory and computa-
tional complexity of at least $O(\log_2 M)$ for each
packet captured to find the flow it belongs to.
Assuming $M$ is proportional to $n$, for each flow, the
complexity in aggregating the packets is roughly
$O(n \times \log_2 n)$.

2. For feature collection and calculation of each flow,
different features in the complete set would cause a
memory footprint varied from $O(1)$ to $O(n)$ and com-
putational complexity varied from $O(1)$ to
$O(n \times \log_2 n)$. Roughly, the total cost of feature col-
clection of one flow would have a super-linear relation-
ship with the number of features in the feature set.

3. Presuming C4.5 is being used as the classifier, for
classification of each flow, the computational com-
plexity in the classifier is equal to the average depth
of the decision tree, which is similar to the complex-
ity of simple port-based rule-sets.

Clearly, we know from the cost breakdown above, as the
complexity of the classifier is $O(1)$, the bottleneck in this
pipeline may be in reassembling the flows and calculating
the features, instead of the calculations in the classifier.
However, the total cost of classifying a flow can be
bounded within $O(n \times \log_2 n + n \times K)$ where $n$ is the
number of packets in the observation window and $K$ is the
number of features collected. Such cost is considerably
lower than a flow-based string signature matching system
when $n$ and $K$ are both small.

Besides the complexity analysis, empirical results on the
CPU time required for training and testing are provided
below.

4.7.1. CPU time results
The experiments are run on a Dell Poweredge 2850
equipped with 2 Intel Xeon 3.5 GHz CPU and 4 GB of
RAM. L7 signature matching and feature collection are
implemented in C++, whereas the training and testing of
the machine learning models are performed using the
Weka toolkit.

The CPU times are evaluated using data-sets on three
different scales: (1) one-tenth of a 30-min trace (2476
flows), (2) one 30-min trace (23,810 flows), and (3) ten
30-min traces (377,000 flows).

Three different classification methods: C4.5, Naïve
Bayes and L7 are separately executed on these data-sets.
The time in offline training, online feature collection and
classification are measured separately for each of the ma-
chine learning approaches, whereas for L7 we measure
the time spent in classification alone. For each result of ma-
chine learning methods, we classify each data-set using the
model trained from a data-set of the same time scale. Each
experiment is repeated 10 times. Table 18 lists the CPU
times normalized by the number of flows in the data as
the size of the trace varies, along with the standard devia-
tions. The time for aggregating packets into flows is in-
cluded in “online feature collection/classification”.

The offline training time is less relevant to the online
classifier performance: it shows how long it takes for the
model to be built up using a certain data-set size.

The feature collection time for machine learning algo-
rithms, and the classification time for L7 are both nearly
constant when normalized. However, the feature collection
time is about one-third of the time spent in signature
matching by L7 (both implementations are not optimized).
The classification time using C4.5 is very low: 13 µs per
flow for the largest data-set. Recall that the average com-
putation needed in a C4.5 decision tree is the average
depth of the tree. As the size of the training set increases,
the average tree-depth in all our models remains between
4 and 5, due to the effective pruning process of this algo-
rithm. And so the normalized classification time should re-
main constant.7 In contrast, the normalized classification
time is not constant for Naïve Bayes with kernel estimation
as the CPU time grows from 610 µs per flow (1/10 data-set)
to 4276 µs per flow (10 data-sets). It is determined that
training on larger data-sets results in a higher complexity
of the model.

5. Related work
The challenge in classifying the Internet traffic has
aroused an ever-widening interest – whether among users
concerned about their data, network-operators and nations
keen to embargo certain applications [23], or for research-
ers wanting to further their understanding [24]. There has
been a rich literature that drafted a range of proposals and
conducted a number of preliminary experiments to ad-
dress this interest.

7 However, there is a non-negligible model-loading time in our exper-
iments, which leads to higher normalized values for smaller data-sets.
The normalized value for the largest data-set is closest to the actual cost in the
classification.
The work in [7] quantitatively addressed the problem for conventional classification methods based on port numbers to effectively deal with current Internet traffic. It also described a content-based work to obtain the ground-truth application information for each flow in the traffic.

Traditionally another type of solution came from the intrusion detection community, examples of this include Snort [25] and Bro [26]. Each of these systems can identify the application layer protocols through the use of content signatures or connection patterns. The L7-filter, the deep-packet inspection filter described in [14], is a signature matching system able to identify the application layer protocols so as to enable per-application traffic management within the scope of the Linux `iptables` system.

There have been a number of previous works on statistical characterization and classification of different application traffic. Fundamental to these are papers to characterize a network flow using a different variety of features to describe its behavior [27, 11]. Their contribution provides an exploration of the different features of application traffic. Such rich sets of features allow us to consider the ability to perform behavior-based classification by providing the input parameters for traffic classification for a range of classification approaches as well as inputs to application-specific modeling and simulation.

Meanwhile, several ground-breaking approaches emerged for classification of current Internet traffic. Roughan et al. [9] proposed a method, representing a traffic flow with some features (referred to as “descriptors”) such as packet size and connection duration. They applied two supervised learning techniques (k-NN and LDA) to define the relationship between different values of these descriptors and different Class-of-Service (CoS) categories. However, in common with a number of authors of the time, Roughan et al. created ground-truth data using IANA port numbers as a criteria, i.e., 80 = HTTP, 25 = SMTP, 22 = SSH. Alongside this overloading of the port information there is an assumption about the conventional protocol-application mapping such as HTTP = web browser, a mapping which is now demonstrated as wrong. In Section 2, we summarize the process by which we calculate ground-truth information; by making heavy use of manual verification our process breaks that protocol-application mapping and places no direct reliance on port number information.

Another interesting approach by Li et al. [28] used a significant number of machines to create a known, albeit artificial ground-truth. We acknowledge the great effort of the authors however, their approach can only serve to compliment the capture of spatial heterogeneity among different networks and sites, as we have done in this paper.

In a precursor of this paper, Moore and Zuev in [5] presented a statistical approach to classify the traffic into different types of services. A Naïve Bayes classifier, combined with kernel estimation and a correlation-based filtering algorithm, was used to solve the classification problem on offline TCP traces. The resulting accuracy of up to 96% demonstrated the discriminative power of a combination of 12 flow-behavior features with a classical machine learning algorithm. Li and Moore [29] extend this with the application of the C4.5 algorithm and the use of an “observation window”; to limit the total number of required packets from the beginning of each flow. These extensions allowed them to build an increased accuracy while also enabling online (real-time) classification. In contrast with the earlier work of Moore and Zuev, we have also focused upon algorithms that return high accuracy and lend themselves to use in real-time.

Williams et al. [6] carried out a comparison of five widely utilized machine learning algorithms for the task of traffic classification. Among these algorithms, AdaBoost+C4.5 was demonstrated with the highest accuracy. Intended only as a guidebook for algorithms, their feature set is relatively unsophisticated, containing only packet lengths, total bytes, total packets, inter-arrival times, flow duration and protocol. While a small feature set has computation and storage advantages we demonstrate in Section 4 that by considering a much wider range of features, and then minimizing the feature set on the basis of quality of information, computation and storage advantages can be maintained while accuracy and effectiveness is improved.

Bernaille et al. [1] presented an approach to identify applications using start-of-flow information. The authors utilized the packet size and direction of the first four data packets in each flow as the features with which they trained Gaussian and Hidden Markov Models, respectively. These models achieved 98.7% overall accuracy when assisted by an expanded port number list, and 93.7% overall accuracy using simple prediction heuristics. The authors have further extended their work for the identification of encrypted traffic in [30].

There have been a number of works that attempted the same problem with different machine learning algorithms and feature set such as unsupervised clustering [4, 31] and maximum likelihood with the first order Markov chain for the state space of TCP control packet of a TCP connection [3]. A recent statistical-fingerprinting mechanism was proposed by the authors of Crotti et al. [2]. This work includes the description of features (described as application-fingerprints) and included the size of the IP packets, the inter-arrival time and the order of the packets seen on the link. While useful in some circumstances, without extra work, such mechanism are not best suited to the classification of the majority of Internet applications. In contrast, in Section 3, we present results from a group of general-purpose classification systems.

Differing from the per-flow classification approaches, other work utilizes information retrieved from a higher level of traffic aggregation – the end-host. Karagiannis et al. [32] combined information from multiple levels such as the interaction between hosts on the host level, protocol usage and per-flow average packet size on the flow level. The results show an ability of classifying 80–90% of the traffic with 95% accuracy. In [33] the authors present a related mechanism to profile user-activity and the behaviors of the end-hosts, as well as an analysis of the dynamic characteristics of host behaviors.

Notably there is also a lot of work focused on specific kinds of traffic or applications of interest. For example, Bonfiglio et al. [17] showed an interesting approach specifically intended to identify Skype traffic by recognizing spe-
cial characteristics of Skype and Voice-over-IP traffic. While a number of papers have been published focussing on the identification of P2P applications: Karagiannis et al. [34] effectively identified P2P traffic using several sources of information taken from the IP-tuple connection graph. Further, Constantinou and Mavrommatis [35] proposed a way to identify P2P activities through the observation of the connection graph property and the client–server property of an end-host.

6. Conclusion

Motivated by the importance of accurate identification for a range of applications, we have explored the effective and efficient classification of network-based applications using only the observed network-traffic.

We presented results of a comparison of a number of classification schemes. Significantly, we only used data for which we have established the ground-truth: the actual applications causing the network-traffic observed. Despite the burden of computing accurate ground-truth, we summarize a method we have used to accurately assess many hundreds of Gigabytes of raw data.

We demonstrated the accurate training of models from data with a high-confidence ground-truth and the use of an efficient, small, feature set derived from the reduction of a large flow feature list using a sophisticated feature selection mechanism. In combination with a small feature list, we further show the return of good results with the use of sub-sampling based upon a limited observation window. We conclude the combination of an observation-window and the machine learning method (C4.5) is transformative: enabling this approach to make a real impact in online, real-time, classification applications.

We have documented a unique study in both the temporal and spatial domains: comparing classification performance across several years at one location and across several locations. These results are unequivocal in demonstrating the effectiveness of C4.5 mechanisms, the brittleness of packet-content methods and the need for samples of traffic from multiple sites to provide accurate multi-site classification.

We demonstrated the computational complexity and measured the costs within the classification pipeline, noting the non-linear trade-offs incurred by some methods, the limitations of deep-packet inspection, and the need for observation-window based mechanisms.

Finally, while some past publications had investigated UDP traffic classification within the scope of a single application, in contrast with them, we illustrate the classification of UDP (and TCP) traffic using an application-independent classifier. We use the same classification approach for both stateful flows (TCP) and stateless flows based upon UDP. Importantly, we demonstrate high levels of accuracy: greater than 92% for the worst circumstance regardless of the application.

Data. While anonymity needs and legal obligations limit an out-right release of our raw data-sets; we make available to the community anonymized data files as well as software at http://www.cl.cam.ac.uk/research/srg/netos/brasil/.
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